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Abstract

Objectives: The main intention of this paper is to propose
a new Improved K-means clustering algorithm, by opti-
mally tuning the centroids.
Methods: This paper introduces a new melanoma detec-
tion model that includes three major phase’s viz. segmen-
tation, feature extraction and detection. For segmentation,
this paper introduces a new Improved K-means clustering
algorithm, where the initial centroids are optimally tuned
by a new algorithm termed Lion Algorithm with New
Mating Process (LANM), which is an improved version of
standard LA. Moreover, the optimal selection is based on
the consideration of multi-objective including intensity
diverse centroid, spatial map, and frequency of occur-
rence, respectively. The subsequent phase is feature
extraction, where the proposed Local Vector Pattern (LVP)
and Grey-Level Co-Occurrence Matrix (GLCM)-based fea-
tures are extracted. Further, these extracted features are
fed as input to Deep Convolution Neural Network (DCNN)
for melanoma detection.
Results: Finally, the performance of the proposedmodel is
evaluated over other conventional models by determining
both the positive as well as negative measures. From the
analysis, it is observed that for the normal skin image, the
accuracy of the presentedwork is 0.86379, which is 47.83%
and 0.245% better than the traditional works like Con-
ventional K-means and PA-MSA, respectively.
Conclusions: From the overall analysis it can be observed
that the proposed model is more robust in melanoma pre-
diction, when compared over the state-of-art models.

Keywords: GLCM; K-means clustering; melanoma detec-
tion; optimization; proposed LVP.

Introduction

Melanoma is one of the most hurtful sorts of skin disease
that starts in the colour cells (melanocytes) of the skin.
Because of the overabundance disclosure of bright radia-
tion from the sun, the skin cells are harmed and can
influence the safe limit [1–4]. Snappy analysis and treat-
ment can bring about a high chance of melanoma endur-
ance [5]. At the same time, because of the similarity of skin
injury types, the right conclusion is essential. The visual
distinction between melanoma and generous skin injuries
can be extremely slippery even for prepared clinical
experts under unaided eye perception [6–9]. The different
types of skin lesions are given in the following sections.

Normal vs. benign vs. malignant

The Normal mole is generally an evenly coloured black
spot, tan or brown at the skin. It may be both flat and
raised. The shape of the normal mole is round or oval.
Moles are typically much less than 6 mm of ¼ inch,
approximately the width of a pencil eraser.

Benign melanocytic lesions, is otherwise known as
pigmented skin lesions or pigmented nevi. It generally has a
round or oval shape with uniform colour and contour. Also,
the course of evolution for those lesions, from junctional nevi
to compound nevi to intradermal nevi, can be exposed with
the aid of counting the number of nevi in numerous age
corporations and analysing lesion specimens under a mi-
croscope. The range of nevi then increases unexpectedly to a
mean count of 15–40 in childhood and early adulthood. The
growth is associated with the amount of sun radiation the
man or woman is exposed to in an unprotected state.

Melanoma skin cancer emerges when the colour-
creating cells (melanocytes) display uncontrolled growth
and become cancerous. Melanocytes are the skin cells,
which produce the dark pigment known as melanin, the
sunscreen. These cells hold to give melanoma, which ob-
ligates for themalignant growths acting inmixed shades of
tan earthy and black colour. It is exceptionally uncommon
in individuals with darkish pores and skin. The clinical
examination depends upon on the surface of the lesion,
colour and sort of outskirt. Benign is harmless, even as
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malignant growth is perilous which needs quickly
consideration. Figure 1 illustrates the skin lesions of
normal, benign and malignant.

Dermoscopy [10, 11] also called as skin surface micro-
scopy is a non-intrusive determination procedure that is
utilized in the assessment and varieties of suspicious
melanocytic injuries from melanoma. Clinical specialists
use dermoscopy for determination [12–14]. In any case, the
manual appraisal made by dermatologists from dermo-
scopy pictures is a protracted procedure and blunder in-
clined. Consequently, computerized calculations become a
need to group melanoma, which aids in acquiring early
conclusions about the disease and also helps in improving
the diagnosing execution [2, 15]. Nonetheless, the indica-
tive exhibition drops altogether when the specialists are
not satisfactorily prepared [7, 8]. Suspicious skin lesions
are also biopsied which is uncomfortable for the patient
and turns out to be difficult to carry out diagnostic tests.
Computer vision can play a significant role in the Diagnosis
ofMedical Image andmany existing systemshave proved it
[16, 17]. So as to address the short stock of well-established
technicians [18], particularly on creating accurate pre-
dictions, there have been a ton of looks into explicitly to
create computerized picture examination frameworks to
identify skin illness from dermoscopy pictures [19–21].
There are a few works in dermoscopy that have created
indicative models for early recognition of melanoma [22].

The dermoscopic image segmentation assumes a sig-
nificant job in improving the quality of the image utilized
for prediction [23]. The Otsu colour thresholding [5] is a
basic, yet amazing thresholding method utilized in a large
portion of the research works. Further, in the case of clas-
sification, the computer-assisted diagnosis aids in deter-
mining melanoma. Typically, the most promising area of
research in image classification isMachine learning, which
makes an accurate prediction based on the quality of the
image. The soft computing techniques get extensive
awareness from researchers of diverse field [24–26]. The
selection of appropriate model in the conventional opti-
mization algorithms led to performance improvement

[27–30]. A traditional ANN classifier utilizes back propa-
gation calculation for preparing. The significant downside
of this regular procedure is that the arrangement may get
caught in the local minima rather than global minima. In
order to eliminate this problem, the optimization algorithm
can be introduced.

The major contributions of this research work are as
follows.
– An Improved K-means clustering approach is pro-

posed in this researchwork. Here, the optimal centroid
selection is done by introducing a new optimization
algorithm referred to as LAMN.

– This optimization algorithm makes the centroid se-
lection more accurate by determining multi-objectives
like intensity diverse centroid, spatial map and
frequency of occurrence.

– To make the feature extraction mechanism more
exclusive aswell as significant, andnovel LVP features
referred as NVLVP is proposed.

The rest of the paper is organized as: Section 2 portrays
about the literature works undergone in the recent past
about the melanoma detection. Section 3 addresses the
proposed melanoma detection framework: a compact
description. Section 4 tells about the Improved K-means
clustering: determining optimal centroids by the pro-
posed LANM algorithm with multi-objective constraints.
Further, the feature extraction: proposed NVLVP and
GLCM are described in Section 5. The resultant acquired
by the proposed work is discussed in Section 6. Finally, a
strong conclusion is given to the current research work in
Section 7.

Related works

In 2018, Do et al. [1] presented a new accessible mobile
health-care solution to detect melanomawith the aid of the
smartphone-captured visible-light images. The proposed
localization algorithm encapsulated “skin/non-skin

Figure 1: Skin lesions. (a) Normal, (b) Benign
and (c) Malignant.
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detection, hierarchical segmentation and the combination
of Otsu’s method and MST method”. Further, the colour
variation as well as the irregularities in the borders of the
skin imagewas quantified by utilizing the novel colour and
border features.

In 2019, Warsi et al. [5] proffered multi-direction 3D
CTF as a new approach for feature extraction from the
collected dermoscopic images. The authors have detected
the malignant melanoma from the collected dermoscopic
image using the back propagation multilayer NN classifier.
The evaluation of the presented work was done with the
publicity available dataset PH2 and the evaluation was
accomplished in terms of “accuracy, sensitivity and
specificity”.

In 2019, Nida et al. [31] developed a deep learning-
based automated melanoma region segmentation
approach for determining melanoma from dermoscopic
images. The authors have deployed the deep RCNN to
detect a vast count of affected regions. In addition, the FCM
clusteringwas implied to localize the formulated bounding
boxes. Moreover, three major steps enclosed in this
approach were: “skin refinement, localization of mela-
noma region and finally segmentation of melanoma”.

In 2020, Thanh et al. [32] gained the help of an auto-
matic image processing approach to construct a novel
melanoma skin cancer detection framework. In the pro-
posed framework, they have deployed adaptive principal
curvature to pre-process the collected skin lesions dataset
from ISIC. Then, the input images were segmented using
the colour normalization, and the ABCD rule was intro-
duced to extract the features from the segmented image.

In 2019, Tan et al. [33] established an intelligent deci-
sion support system for skin cancer detection. They rep-
resented the lesions of the skin image with the aid of the
clinically important asymmetry, border irregularity, colour
and dermoscopic structure features like Grey-Level Run
Length Matrix, Local Binary Patterns, and Histogram of
Oriented Gradients Operators. The extracted features were
optimized using two enhanced PSO models. Moreover,
they deployed the adaptive acceleration coefficients,
multiple remote leaders, in-depth sub-dimension feature
search, and re-initialization mechanisms to overcome the
stagnation. Then, the hyper-parameter of the deep CNN
was fine-tuned with PSO.

In 2019, Sabzevari et al. [34] have developed a synthetic
ultra-high-resolution Millimetre-Wave Imaging system for
early-stage detection of the Skin Cancer. The ultra-wide
imagingbandwidthwas split into4 sub-bandsand each sub-
band was assigned to different imaging elements. That sub-
band antenna transmitted and collected signals only from

their respective sub-band, and further, these captured sig-
nals were merged and analysed to form the target image.

In 2018, Tan et al. [35] proposed an intelligent skin
cancer diagnosis approach with the dermoscopic images
using the PSOalgorithm-based feature selection. Themajor
intention behind the deployment of the proposed PSO lies
in optimizing the features that are said to have discrimi-
native characteristics in the case of both benign and ma-
lignant skin lesions. The search process was diversified
using the probability distribution and dynamic matrix
representations. Further, the evaluation of the proposed
PSO variant with multiple skin lesions and diverse unim-
odal and multimodal benchmark functions extracted from
UCI databases have shown superior performance over
those of other advanced and classical search methods for
identifying discriminative features.

In 2020, Zhang et al. [36] projected a novel approach
for premature recognition of skin cancer using an optimal
CNN. The authors have optimized the CNN with the help of
the improved whale optimization algorithm.

In 2016, Jaworek-Korjakowska and Kleczek [37]
presented a computer-aided approach for the classifi-
cation of melanocytic lesions. They also focused on
identifying the correct type of skin lesion like Spitz/Reed
nevus, Clark nevus, melanoma, as well as a blue nevus.
The performance was evaluated by utilizing classifiers
viz., SVM decision tree, logistic regression and K-nearest
neighbour algorithm. From the analysis, it is observed
that the presented scheme achieved 92% accuracy
with SVM.

In 2019, Goyal [38] introduced the fully automated
deep learning ensemble technique. They trained the
ensemble methods on the basis of DeeplabV3+ and Mask
R-CNN. Finally, the result showed that the proposed
ensemble method accomplishes high specificity and
sensitivity in lesion boundary segmentation.

Presently, this disease remains an important health
issue, and the need for effective clinical diagnosis has been
a persistent challenge for dermatologists. Several tech-
niques for image processing have already been established
utilizing algorithms or mechanisms for identification,
classification by means of different methods, and compu-
tational approaches used to solve medical problems.
Table 1 shows the reviews on skin cancer detection
methods. Among the interesting techniques disused in the
literature, the features and challenges of each individual
technique are portrayed here. AMD-SMIA in the study by
Do et al. [1] is capable of segmenting as well as classifying
the image with higher accuracy. The major challenge in
this technique is higher cost consumption and lower
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sensitivity and specificity. The overall accuracy, sensitivity
as well as specificity are improved in CTF approach. But
still, the system can be made more effective by improving
the detection accuracy [5]. Further, RCNN + FCM in the
study by Nida et al. [31] exhibit excellent segmentation
performance. This technique needs to remove the artefacts
as well as sharpen the image with no compensation in the
quality of the image. In adaptive principal curvature +
ABCD rule [32], the detection accuracy is higher. But, it
detects the skin lesion with very low-intensity images only.
Initially, the PSO method was deployed in the study by Do
et al. [1], which presents minimal cost and highly flexible;
however, it needs consideration on other datasets. Syn-
thetic ultra-wideband imagingmethodwas exploited in the
study by Warsi et al. [5] that offers a maximum gain with
higher bandwidth, but it requires consideration with the
response of adjacent normal tissue subtracted from the
response of tumour tissue. Moreover, PSO was deployed in
the study by Nida et al. [31] that offers improved perfor-
mance and it also presents minimal computational cost.
Nevertheless, it needs consideration on optimal network
parameters. Likewise, the CNN model was exploited in the
study by Thanh et al. [32], which offers enhanced sensi-
tivity and it is highly efficient. However, it has to concern
with time utilization.

Proposed melanoma detection
framework: a compact description

Proposed architecture

In this paper, a novel melanoma detection framework is
introduced with three major phase’s viz. segmentation,
feature extraction and detection. Figure 2 illustrates the
block diagram of the proposedmelanoma detectionmodel.
The steps followed in this prediction approach are depicted
below:

Step 1. Initially, the input skin image Imin is subjected
to an Improved K-means clustering algorithm, where the
optimal centroid is already selected based on the training
images. This selection is carried out by a new LANM al-
gorithm based on multi-objective like intensity diverse
centroid, spatialmap and frequency of occurrence. The
proposed algorithm is the conceptual improvement of
standard LA. The optimally tuned centroids also fed as
input along with the input image Imin.

Step 2. Subsequently, from these segmented images
(Imseg), the features are extracted. More particularly,

Table : Features and challenges of traditional melanoma detection models.

Author [citation] Methodology Features Challenges

Do et al. [] AMD-SMIA – Captures the colour variation and border
irregularity from the image.

– Need to improve the sensitivity
and specificity

– Accurate segmentation and classification
– more robust to over-fitting

Warsi et al. [] CTF – Improved accuracy, sensitivity, and specificity – The system can be made computationally
effective
using improving the detection accuracy

– overall computational complexity is low – Can employ classifiers for faster detection
rates

Nida et al. [] RCNN + FCM – good segmentation performance – computationally extensive
– good accuracy – Requires precise localization

Thanh et al. [] Adaptive principal
curvature + ABCD rule

– high accuracy – Detect the skin lesion with the very
low intensity only– good segmentation performance

Tan et al. [] PSO – Minimal cost – Requires more consideration on
other datasets– Highly flexible

Sabzevari
et al. []

Synthetic
ultra-wideband
imaging method

– Maximum gain – Requires improvement in recall,
accuracy, and precision.– High bandwidth

Tanet al. [] PSO – Reduced computational cost. – Needs consideration on optimal
network parameters– Improved performance.

Zhang et al. [] CNN – Highly efficient – No consideration on the processing time
– Enhanced sensitivity – Prone to noise
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proposed LVP (FeLVP) and GLCM (FeGLCM) are extracted.
The final features Fe=FeLVP + FeGLCM are subjected for the
melanoma detection process.

Step 3. For this, Deep Convolutional Neural Network
(DCNN) is used. The results from DCNN will determine the
accurate results on thepresenceor absenceof themelanoma.

Improved K-means clustering:
determining optimal centroids by
proposed LANM algorithm with
multi-objective constraints

Improved K-means clustering

The K-means algorithm is also defined as the partition-
based cluster analysis approach. As per the algorithm,
initially selects cluster centres k (centroid), then evaluate
the distance among each object and each k and assign it to
the nearest cluster, repeat the mentioned process till the
final criterion gets converged [39]. However, in the pro-
posed work, rather than selecting the centroids randomly,
it is planned to select the optimal centroid by a new opti-
mization algorithm. In fact, the selection process of

centroids might be carried out under the training process
via training images.While testing, the input image Imin and
the respective optimal centroids are given as the input for
differentiating the ROI and Non-ROI region since in this
work kj;j=1,2. Further, the optimal selection of centroids is
carried out based on certain objectives that are described in
the subsequent section. The steps followed in the proposed
Improved K-means algorithm is as follows:

Step 1. Getting Input Image Imin and the optimal centroids
selected initially k.

Step 2. Evaluate the distance between each object and
centroids k.

d(p, k) = ∑
n

i=1
(pi − kj)2 (1)

Step 3. Clustering based on the minimum distance.

Step 4. Repeat the steps, until the criteria get converged.

Optimal initial centroids by LANM

In the current research work, three objectives are proposed
to evaluate the quality of initial centroids, while the

Figure 2: Block diagram of Proposed
Melanoma Detection Framework.
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majority of the initial centroid selections are based on
distance (considers only intensity) [39]. All these three
objectives together act as a base for the optimal centroids
selection in the LAMN algorithm. The solution given to the
algorithm is illustrated in Figure 3, where k1 and k2 are two
centroids generated within the bounds 0 and 255.

As mentioned, the selection takes place on the basis of
three major objectives given below:
– Intensity-diverse centroid
– Spatial map
– Frequency of occurrence

In prior to fitness computation, it is essential to sort the
input image Imin in ascending order on the basis of its pixel
intensity (Pm). The pixels P(N×M)e in the X,Y coordinate
corresponding toN rows andM columns are sorted, and the
unique (Q) as well as frequency of occurrence (F ) of the
pixels are evaluated as per Eqs. (2) and (3). The symbol e
denotes the overall pixels in the image and it varies from
e=1,2, … , L. Here, L denotes the count of unique pixel
intensities q denotes the intensity of the pixels and f is the
frequency of each intensity.

Q = {q1, q2,…, qL} (2)

F = {f1, f2,…, fL} (3)

Objective 1. Intensity-diverse centroid
The mathematical formula for Intensity-diverse cen-

troids expressed in Eq. (4). Here, k1 and k2 are the two
solutions and the integer 255 represents the maximal
bound of the solution space.

Obj1 = 1 − |k1 − k2|
255

(4)

Further,while compared toObj2 andObj3, thefirst objective
Obj1 is more significant, as it highly influences the final
objective. For illustration: Obj1=1 (poor) and Obj2=Obj3=0
(good), the final objective is high. On the other hand,
Obj1=0 (good) and Obj2=Obj3=1 (poor), the final objective is
low and hence the prediction accuracy gets enhanced.

Objective 2. Spatial map (S)

The location of (Q) that are closer to the centroids
(k1,k2) are computed with respect to the threshold value T.
The resultant is denoted as Q∗

i=1,2. This is mathematically
defined in Eq. (5) and Eq. (6), respectively.

Q∗
1 = Q‖k1 − Q‖ < T (5)

Q∗
2 = Q‖k2 − Q‖ < T (6)

Further, the standard deviation (SD) is computed for Q∗
1 in

both the X,Y coordinate as per Eq. (7) and Eq. (8), respec-
tively, for k1. Similarly, compute D2X and D2Y for k2 as per
Eq. (9) and Eq. (10).

D1X = SD(X(Q∗
1 )) (7)

D1Y = SD(Y(Q∗
1 )) (8)

D2X = SD(X(Q∗
2 )) (9)

D2Y = SD(Y(Q∗
2 )) (10)

Then, the spatial distributionD1 is computed for k1 by taking
the average of D1X and D1Y, as per Eq. (11). Similarly, spatial
distribution D2 is also computed for k2 as per Eq. (12).

D1 = D1X + D1Y

2
(11)

D2 = D2X + D2Y

2
(12)

The spatial map (S) is evaluated by taking the average of
the spatial distribution D1 and spatial distribution D2. In
addition, N ×M represents the area of the image in Eq. (13).

Obj2 = S = D1 + D2

2(N ×M) (13)

Objective 3. Frequency of occurrence
R1 andR2 denotes the frequency of the occurrence ofQ

∗
1

and Q∗
2 , respectively, which is mathematically defined in

Eqs. (14) and (15).

R1 = Average(F(Q∗
1 )) (14)

R2 = Average(F(Q∗
2 )) (15)

Moreover, the overall occurrence of the frequency of pixel,
which is the 3rd objective of the current research work is
computed using Eq. (16).

Obj3 = 1 −min( R1

255
,
R2

255
) (16)

The overall objective (Obj) of the current research work is
mathematically defined in Eq. (17). Here, the denominator
indicates the scaling factor Sfactor and in thiswork, it isfixed
as 2.

K1 WK2

0 0

255 255

Figure 3: Solution encoding.
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Obj = min[Obj1 + (Obj2 + Obj3
Sfactor

)] (17)

Proposed LANM algorithm

Lion Algorithm [40–44] is based on the social behaviour of
the lion such as the territorial defence and territorial
takeover. The nomads take over the pride in the territorial
defence. In order to enhance the existing model with
respect to convergence rate, this work extends the model
including a new mating process, thereby named as LANM.
The four phases of the proposed algorithm are given as
follows: (a) Pride Generation, where initialization of the
pride takes place, (b) Proposed Mating process, where new
solutions are derived, (c) Territorial Defence and (d) Ter-
ritorial Takeover.

Pride Generation: This is the initialization step, where
the initialization of lion, lioness and nomads are depicted as

W male, W female and Wnomad
1 carried out. The pride is gener-

ated by the male lionW male and its lionessW female.
Fitness Evaluation: Here, the fitness of the male lion

W male, its lioness W female, and nomad Wnomad
1 are deter-

mined and the fitness evaluatedW male,W female andWnomad
1

are denoted as fn(W male), fn(W female) and f n(Wnomad
1 ),

respectively. Also, an assumption is made, fnref=fn(W male)
and Ng=0. The term Ng describes the generation counter,
which helps in evaluating the termination process.

Fertility Evaluation: The productiveness of the terri-
torial lion and lioness are securitized and the fertility of
them is generated as the outcomes [40]. At the end of the
fertility evaluation process, the updated female lion is
generated and it is denoted as W female+, given in Eq. (18).

The random integer is depicted as h and wfemale+
l and

wfemale+
h are lth and hth elements of W female+. The mathe-

matical formula for wfemale+
h is shown in Eq. (19) and the

term ∇ in Eq. (20) depicts the female update and r1, r2 are
denoted as random integers.

W female+ = {wfemale+
h ; if  l = h

wfemale
1 ; otherwise

(18)

W female+
h = min ⌊ wmax

h ,max(wmin
h ,∇h)⌋ (19)

∇h = ⌊wfemale
f h + (0.1r2 − 0.05)(wmale

h − r1wfemale
h )⌋ (20)

ProposedMating:Crossover andmutation are the two
primary steps in the mating process. In the traditional LA

algorithm, four cubs are generated from the mutation
process and four cubs from the cross over mechanism. All
these together fill the cub pool. But, in the proposed LAMN
model to make the optimal centroid selection more precise
and elite, 8 new cubs are generated using the cross over
W cubs(cross) process and 8 new are produced with the aid of
the mutation process W cubs(mut). Then, the average of this
considered being the final cubs as defined in Eq. (21).

W cubs = W cubs(mut) +W cubs(cross)

2
(21)

Further,W cubs are subjected to uniformmutation at the
rate Mutr. Subsequently, the extraction of the male cub
W male_cub and female cub W female_cub takes place based on
the first and second-best fitness ofW new, respectively, in the
gender clustering process. After the selection of the male
cub W male_cub and female cub W female_cub, their ages Acub is
set to zero. Themaximum age of the cub is denoted as Amax.

Cub Growth Function: In this process, W male_cub and
W female_cub are absorbed to uniform random mutation with
the rate ofMr. In case, if themutated cub is strong, then the
old cub is restored with a new cub and the ages Acub are
increased to one at each of the update processes.

Territorial defence: Thenomad coalition is created by
means of following the survival fight, pride and nomad
coalition updates in the territorial defence. This formula-
tion of the nomad coalition is based on the capability of the
succeeding W nomad. On the basis of the following criteria,
the selection of the winning nomad is accomplished.

f n(We_nomad) < f n(Wmale) (22)

f n(We_nomad) < f n(Wmale_cub) (23)

f n(We_nomad) < f n(W female_cub) (24)

Territorial takeover: The process of terrestrial take
over is accomplished, when Acub ≥ Amax. In case, if this
condition is not met, the process from cub growth function
gets repeated. This process provides territory W male_cub as
well asW female_cub, once they grow up and becomematured
and stronger than W male and W female.

Termination criteria: The final stage of LA is the
termination criterion and storage ofW male and f(W male_cub)
takes place. The process of fertility evaluation undergoes a
recap when the condition Ng>Nmax

g is not satisfied. The

term Ng and Nmax
g depicts the number of function evalua-

tions and the maximum count of function computations.
The pseudo-code of the proposed LANM algorithm is
depicted in Algorithm 1.
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Feature extraction: proposed LVP
and GLCM

The segmented image Imseg is subjected under feature
extraction, where the features such as GLCM and proposed
LVP are extracted.

Existing LVP

The micropattern’s distinctive 2D spatial structures can be
depicted in terms of the referenced pixel and its neigh-
bourhoods with various pair-wise directions using the LVP
descriptor [45]. The vector directional value for the
segmented image Imseg is denoted as VE, β(HC). The refer-
enced pixel is symbolized as HC and along with the direc-
tional variation, the index angle is denoted asβ. Further,
the distance between the adjacent pixels and the reference
pixel along is denoted as E. At HC, the direction value of a
vector is defined mathematically as per Eq. (25).

VE, β(HC) = (Imseg(HE, β) − Imseg(Hc)) (25)

When, E=1, the vector is said to be the first-order de-
rivative of LDP and LTrP. Then, along the 1D direction, the
implicit characteristics are acquired in the 1Ddirection. The
encoding of LVP atHC along the direction of β is depicted as
per Eq. (26).

LVP
G, R̂, β

(HC) =
⎧⎪⎪⎨⎪⎪⎩

s5(UE, β(H1, R̂
),UE, β+450 (H1, R̂

),UE, β(Hc),Uβ+45∘ ,K(HC)) ,
s5(UE, β(H2, R̂

),UE, β+450 (H2, R̂
),UE, β(Hc),UE, β+450(Hc)) ,…

s5(UE, β(Hĝ, R̂
),UE, β+450 (Hĝ, R̂

),UE, β(Hc),UE, β+450(Hc))
⎫⎪⎪⎬⎪⎪⎭

3
⃒⃒⃒⃒
g

= 1, 2,… ,G ; R̂ = 1

(26)
The transform ratio is adopted by s5 (‘,’) and it is

computed with the help of the referenced pixel’s vector
pairwise direction. This is undergone to transform the
neighbourhood β- direction value to the direction of
β + 45∘. The mathematical formula for s5 (‘,’) is depicted in
Eq. (27).

s5((UE, β(Hg,R),UE, β+450(Hg,R),UE, β(HC),UE, β+450(HC)))

=
⎧⎪⎪⎪⎨⎪⎪⎪⎩

1 if  UE, β+450(Hg,R) − (UE, β+450(HC)
UE, β(HC) × UE, β(Hg,R)) ≥ 0

0 else

(27)

At HC, the LVP is said to be the concentration of four
8-bit binary patterns and it is depicted as LVPG, R(HC) as per
Eq. (28).

LVPG,R(Hc) = LVPG,R, β(Hc)
⃒⃒⃒⃒
β = 0°, 45°, 90° and 135°  (28)

Drawbacks

– Labelling of the binary pattern of mean patterns takes
threshold as “0” in Eq. (27).

– The thresholding mechanism is static and the quality
of the image is invariant.

– It is insensitive to image quality.

Thus, there is a necessity to develop a new LVP based
feature extraction approach.

Proposed LVP

The efficiency of the LVP-based feature extraction tech-
nique depends on proper threshold selection for the
segmented image Imseg. In this paper, a thresholding based
new NVLVP approach is introduced. Here, the threshold

Algorithm : Pseudo- code of LANM model

Step : Pride
generation

Wmale, Wfemale and WNomad, respectively are
initialized.

Step  fn(Wmale), fn(Wfemale) and fn(Wnomad), are
computed

Step  Set objective (Intensity- diverse centroid) as
per Eq. ()

Step  Set objective  (spatial map) as per Eq. ()
Step  Set objective  (frequency of occurrence) as

per Eq. ()
Step  f(Wmale)=fnref is assigned and Ng=
Step  Accumulate the value ofWmale and fn(Wmale)and

perform fertility evaluation
Step : Proposed
Mating process

(i)Perform cross over and mutation, and
generate the cub pool
(ii) In the cub pool,  cubs are generated by
mutation and  by cross over
(iii) The average is computed for these  cubs
as per Eq. ()

Step : Gender
clustering

To attain Wmale_cuband Wfemale_cub

Step  Assign age of cub as Acub=
Step  cub growth function is executed
Step  Territorial defence is performed, while the

resultant of defence result , go to step 

Step  If Acub<Amax, then go to step .
Step : Territorial
takeover

Update Wmale and Wfemale

Step  Increase Ng by one
Step  If the termination criteria is not satisfied, go to

step , otherwise terminate the process.
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(Th) is computed with the help of the qualitative variance
(Var) of the neighbourhood. It uses the variation around
the median. The mathematical formula for threshold (Th),
based on the mode of neighbours (frm) and mode of the zth
pixel (frz)is depicted in Eq. (29).

Th = ∑
NP

b=1
(f rm − f r)z (29)

The basic standardization properties of qualitative
variance [46] that need to be satisfied during the analysis of
the nominal data are:
– Variation (Var) fluctuates between 0 and 1.
– When, all the cases are said to come under a single

category, Var=0.
– When, all the cases are said to be distributed evenly

across all the categories, Var=1.

Particularly, all the standardized indices’ values aren’t
dependent on the count of the samples or the categories.
Further, the index that is closely related to the uniform
distribution has a larger variance. Along with the cate-
gories, when the frequency difference is larger, the vari-
ance is said to be smaller.

Feature: According to Eq. (29), the threshold Th
dynamically varies for every pixel based on the texture
contents of the image, whereas the existing LVP has a
constant threshold of “0” for all the pixels.

Lemma 1. The neighbourhood variant acts as LVP, when
the neighbourhood exhibits extreme similarity and
dissimilarity. Hence, the proposed model is referred as
NVLVP.

Proof: A sub-image of Imseg is taken into consider-
ation. It is in the form of a 3×3 matrix (in Figure 4) with
count of neighbouring pixels Nop=8.

Case 1. Extreme Similarity:Here, x1=x2=x3=x4=x5=x6=x7=x8
(i.e.) xi=xj j=1, 2,…, 8 and i=1,2,… ,8. In this case, the value
of frm=frz:i=1, 2,…, 8. Hence, Th=0 (=LVP). In case of
extreme similarity between the neighbourhood pixels, the
threshold value becomes 0 and LVP has a constant
threshold of “0” for all the pixels.

Case2.Extremedissimilarity:Here,x1≠x2≠x3≠x4≠x5≠x6≠x7≠x8
(i.e.) xi ≠ xj j=1, 2, …, 8 , i=1,2, … ,8 and i≠j. In this case,
the value of fm=fi=1. Hence, the threshold Th=0 (=LVP).
When the neighbourhood pixels aren’t similar to each
other, the threshold Th is set as 0 and its LVP is set as 0.
(i.e. When Th=0, its LVP). Apart from these both cases, the
threshold value gets varied on the basis of the pixels
groups.

Thus, a strong conclusion can be acquired from this lemma
that, the neighbourhood variant acts as LVP, if and only
if the neighbourhood variant exhibits either extreme
similarity or extreme dissimilarity. Both cases (case 1 and
case 2) corresponding to extreme similarity and extreme
dissimilarity exhibits that the threshold value isn’t fixed
and it depends on the texture content of the image.

An illustration for threshold computation is depicted
below: in Figure 4, the 3 × 3 matrix having neighbouring
pixels Nop=8. Let, x1=x2=x3; x4=x5:x6=x7=x8. The frequency
of each individual pixel is given in Figure 5.

From Figure 5, the mode=3(maximum frequency)
Th=(mode − x1) + (mode − x2) + (mode − x3) + (mode − x4) +
(mode − x5) + (mode − x6) + (mode − x7) + (mode − x8). The
impact of average threshold over the pixel groups is
exhibited graphically in Figure 6.

As discussed above, when the count of neighbouring
pixels arranges around the centre pixel is similar (case 1),
they form a single pixel group and their average threshold

Figure 6: Pixel group vs. threshold.

4x  3x  2x  
5x  0x  1x  
6x  4x  8x  

Figure 4: 3 × 3 matrix of a sub-image from the segmented image.

Neighbour 1x  2x  3x  4x  5x  6x  7x  8x  
Frequency 3 3 3 2 2 3 3 3 

Figure 5: Frequency of pixel occurrence: An illustration.
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is 0. Further, when the similarity between the pixels varies,
the count of pixel group formation count increases, and
this in turn increases the average threshold. On the other
hand, in case of extreme dissimilarity, the threshold again
falls to its lowest value (0). This is clearly exhibited in
Figure 6.

Moreover, the necessity of the proposed thresholding-
based NVLVP can be understood from the statistical evalu-
ation determined in terms of pixel groups over a threshold
value. Typically, this evaluation is done by feeding 5 sample
images as input to the proposed NVLVP algorithm. The
statistical evaluation (mean, minimum, maximum, median,
and standard values) in the threshold value corresponding
to the pixel group formation is tabulated in Table 2. The
extracted NVLVP features are denoted as FeLVP.

GLCM

Further, the GLCM features are also extracted. GLCM (Grey-
Level Co-event Matrix) is the factual technique that is

deployed in this research work for evaluating the spatial
relationship between the pixel [47]. The brief explanation
of GLCM features is denoted in Table 3. The features
extracted from GLCM are denoted as FeGLCM .

The obtained features together are summed up as
Fe=FeLVP + FeGLCM.

DCNN-based classification

Here, the extracted features Fe from the previous phase are
subjected to the Deep CNNmodel [48]. In general, DCNN is
awell-knowndeep learningmodel that is being exclusively
deployed in recent studies for better classification accu-
racy. The DCNN encapsulates diverse layers: “convolu-
tional layer, pooling layer and fully connected layers”. A
massive count of convolution kernels is available in the
convolution layer and these convolution kernels aids in
evaluating the diverse feature maps. In particular, in the
feature map, each of the neurons is connected its neigh-
bours in the previous layer and this form of linkage is
denoted as neuron’s receptive field. Further, with the aid of
diverse kernels, the complete feature maps can be ac-
quired. At the location (u , v) in the sth layer of the corre-
sponding oth featuremap, the feature values are computed
using Eq. (30).

Zs
u, v, o = Wts

T

o J
s
u, v + Bs

o (30)

Table : Impact of pixel groups on the threshold value.

Constraints Mean Min Max Median Standard
deviation

Pixel groups .    .
Threshold .  . . .

Table : GLCM features.

S.No. Features Mathematical expression

 Energy E ¼ ∑
a
∑
b
sab; here sab is the (a, b)th entry in GLCM

 Entropy Entropy ¼ �∑
a
∑
b
sablogsab

 Contrast Con ¼ ∑
a
∑
b
ða� bÞsab

 Variance V ¼ ∑
a
∑
b
ða� μÞsab; where μ specifies the mean of sab

 Homogeneity H ¼ ∑
a
∑
a



þða�bÞsab

 Correlation C ¼
∑
a
∑
b
ðabÞsab�μxμy

σxσy
; where σx,σy, μx,μy are the std deviations and mean of

sx,sy

 Sum average SA ¼ ∑Ns
a¼

a:sxþyðaÞ;whereNs indicates the varied grey levels in image.

 Sum entropy SE ¼ ∑Ns
a¼

sxþyðaÞlogfsxþyðaÞg
 Sum variance SV ¼ ∑Ns

a¼
ða� SEÞsxþyðaÞ

 Difference variance DV=variance of sax−y

 Difference entropy DE ¼ ∑Ns�

a¼
sx�yðaÞlogfsx�yðaÞg

 MCC (nd higher eigen value of Q). MCC ¼ ∑
k

gða;kÞgðb;kÞ
gx ðaÞgy ðkÞ

 Information measures of correlation  IMC ¼ HXY�HXY
maxfHX ;HYg

 Information measures of correlation  IMC ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið� exp½�:½HXY� HXY ��Þp
; where

HXY ¼ �∑
a
∑
b
sablogsab

HXY ¼ �∑
a
∑
b
sablog

�
sxðaÞsyðbÞ

�
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Here, the notationWtso denotes the weight vector, and
the bias term corresponding to oth filter in the sth layer are
represented as Bs

o. In addition, at the cantered location
(u , v) of sth layer, the patched input is denoted asJsu, v. In

CNN, the non-linearity is introduced by the activation
function act(•). The activation value (actsu, v, o) corre-

sponding to the convolutional features Zs
u, v, o is computed

using Eq. (31).

actsu, v, o = act(Zs
u, v, o) (31)

Pooling layer: “Pooling layers in the DCNN perform
the downsampling operations with the outcomes acquired
from the convolutional layers”. In the pooling layer, each
of the feature maps is connected to its preceding feature
maps in the convolutional layer. Then, for every pooling
function pool(•) corresponding to acts, , o, the value ofU

s
u, v, o

is computed using Eq. (32).

Us
u, v, o = pool(actsu, v, o),∀(u, v) ∈Ru, v (32)

The classification job is accomplished in the final layer
of DCNN, the output layer. The loss of CNN is depicted as
Loss and it is determined using Eq. (33).

Loss = 1
N

∑
N

n=1
s(θ ;  U(n),A(n)) (33)

The overall parameter corresponding to Wtso and Bs
o is

denoted as θ. Here existsN count of input–output relations.
The nth input data, the corresponding target labels, and the
output of CNN is represented as, U(n) and A(n), respectively.
Figure 7 depicts the block diagram of CNN.

Results and discussions

Experimental setup

The proposed melanoma detection model was imple-
mented inMATLAB and the resultant acquired is recorded.
The simulation work was taking place using PH2 database
and ISIC database. The dataset of skin images utilized for
evaluation is downloaded from “https://www.fc.up.pt/
addi/ph2%20database.html” [Access date: 2020-05-12]
and “https://www.isic-archive.com/#!/topWithHeader/
tightContentTop/about/isicArchive” [Access date: 2020-
05-19]. Figure 8 and Figure 9 show the image results of both
normal as well as abnormal sample images, respectively.
The performance of the proposed work was compared over
other traditional models with respect to positive and
negative measures like “accuracy, sensitivity, specificity,
precision, FPR, FNR and FDR, respectively”.

Convolution

Fully
connected

layer

Output

Input

Conv1
Pool1 Conv2

Pool2

Hidden
4

ConvolutionSub-
sample

Sub-
sample

Figure 7: Architecture of DCNN.

Sampl
e 1 

  
 

  

Sampl
e 2 

    
 (a) (b) (c) (d) 

Figure 8: Segmentation results.
(a) Normal input image (samples),
(b) Conventional K-means, (c) PA-MSA
(d) Proposed K-means with LANM-based
segmentation.
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Dataset description

PH2 database

“The dermoscopic images were obtained at the Derma-
tology Service of Hospital Pedro Hispano (Matosinhos,
Portugal) under the same conditions through the Tue-
binger Mole Analyser system using a magnification of 20×.
They are 8-bit RGB colour images with a resolution of 768 ×
560 pixels. This image database contains a total of 200
dermoscopic images of melanocytic lesions, including 80
commonnevi, 80 atypical nevi and 40melanomas. The PH2

database includes medical annotation of all the images
namely medical segmentation of the lesion, clinical and
histological diagnosis, and the assessment of several der-
moscopic criteria (colours; pigment network; dots/glob-
ules; streaks; regression areas; blue-whitish veil)”.

ISIC database

“Melanoma Project is an academia and industry partner-
ship designed to facilitate the application of digital skin
imaging to help reduce melanoma mortality. When
recognized and treated in its earliest stages, melanoma is
readily curable. Digital images of skin lesions can be used
to educate professionals and the public in melanoma
recognition as well as directly aid in the diagnosis of mel-
anoma through teledermatology, clinical decision support
and automated diagnosis. Currently, a lack of standards for
dermatologic imaging undermines the quality and useful-
ness of skin lesion imaging. ISIC is developing proposed
standards to address the technologies, techniques and
terminology used in skin imaging with special attention to
the issues of privacy and interoperability (i.e. the ability to
share images across technology and clinical platforms).
Also, ISIC has developed and is expanding an open-source
public access archive of skin images to test and validate the
proposed standards. This archive serves as a public
resource of images for teaching and for the development
and testing of automated diagnostic systems”.

Performance evaluation on segmentation:
normal and abnormal images using PH2

database and ISIC database

Table 4 and Table 5 exhibit the segmentation performance
of the proposed Improved K-means algorithm over the
existing works in terms of both positive and negative
measures using PH2 database. Particularly, this evaluation
resultants are acquired from both normal (Table 4) as well
as abnormal (Table 5) dermoscopy images. In the case of
the normal skin image in Table 4, the accuracy of the
presented work is 0.86379 (higher), which is 47.83% and
0.245% better than the existing works like Conventional
K-means (with no optimal centroid selection) and PA-MSA,
respectively. This indicates that the proposed segmenta-
tion algorithm is capable of segmenting the regions more
perfectly when compared to the traditional one. On the
other hand, the negative measures depict the error per-
formance, which is also a solution for the enhancement in
the robustness of the presented work. The FNR of the pre-
sentedwork has the lowest value as 0.47513, which is 46.68
and 4.23% better than the existing works Conventional

Sampl
e 1 

    
Sampl
e 2 

    
 (a) (b) (c) (d) 

Figure 9: Segmentation results.
(a) Abnormal input image (samples),
(b) Conventional K-means, (c) PA-MSA and
(d) proposed K-means with LANM-based
segmentation.

Table : Segmentation performance of the presented work over the
existing work for normal image using PH database.

Measures Conventional K-means
(with no optimal

centroid selection)
[]

PA-MSA
[]

Improved K-means
with LANM based
optimal centroid

selection

Accuracy . . .
Sensitivity . . .
Specificity . . .
Precision . . .
FPR . . .
FNR . . .
NPV . . .
FDR . . .
F_score . . .
MCC −. . .
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K-means (with no optimal centroid selection) and PA-MSA,
respectively. On the other hand, the segmentation perfor-
mance of the presented work over the existing work for the
abnormal skin image is evaluated and the result is shown
in Table 5. On observing the accuracy, the presented work
has the highest accuracy as 0.75921, while the existing
works are said to have the accuracy of Conventional
K-means (with no optimal centroid selection)=0.385 and
PA-MSA=0.75582. Thus, as a whole, the segmentation ac-
curacy of the presented approach in case of segmentation
ismuch better than the extantworks. In certain cases, there
might be a smaller deviation in the segmentation perfor-
mance. But, as a whole, the disease detection accuracy of
the presented approach from DCNN is still higher than the
existing ones.

Table 6 and Table 7 show the segmentation perfor-
mance of the proposed Improved K-means algorithm over
the existing works in terms of both positive and negative
measures using ISIC database. This evaluation resultants
are acquired from both normal (Table 6) as well as
abnormal (Table 7) skin images. Table 6 shows that for the
normal skin image, the accuracy of the presented work is
0.8964 (higher), which is 61.289% and, 3.068% superior to
the traditional methods like Conventional K-means (with
no optimal centroid selection) and PA-MSA, correspond-
ingly. Therefore, from the result, it is clear that the adopted
segmentation algorithm is proficient of segmenting the
regions more perfectly when compared to the traditional
one. Moreover, the negative measures FPR of the proposed
work has the lowest value as 0.02821, which is 95.270%,
and 18.232% superior to the traditional methods Conven-
tional K-means (with no optimal centroid selection) and
PA-MSA, correspondingly. In addition, the segmentation
performance of the Improved K-means algorithm over the

existing work for the abnormal skin image is illustrated in
Table 7. The accuracy, the proposed work has the highest
accuracy as 0.75921, which is 51.55%, and 3.24% better
than the existing works Conventional K-means (with no
optimal centroid selection) and PA-MSA. In some cases,
there might be a lesser variation in the segmentation per-
formance, but the disease detection accuracy of the pre-
sented approach is much better than the existing works.

Overall performance: proposed vs.
conventional models using PH2 database
and ISIC database

Table 8 exhibits the performance evaluation of the pro-
posed melanoma detection framework (Improved K-mean

Table : Segmentation performance of the presented work over the
existing work for abnormal image using PH database.

Measures Conventional K-means
(with no optimal

centroid selection)
[]

PA-MSA
[]

Improved K-means
with LANM based
optimal centroid

selection

Accuracy . . .
Sensitivity . . .
Specificity . . .
Precision . . .
FPR . . .
FNR . . .
NPV . . .
FDR . . .
F_score . . .
MCC −. . .

Table : Segmentation performance of the presented work over the
existing work for normal image using ISIC database.

Measures Conventional K-means
(with no optimal

centroid selection) []

PA-MSA
[]

Improved K-means
with LANM based
optimal centroid

selection

Accuracy . . .
Sensitivity . . .
Specificity . . .
Precision . . .
FPR . . .
FNR . . .
NPV . . .
FDR . . .
F_score . . .
MCC −. . .

Table : Segmentation performance of the presented work over the
existing work for abnormal image using ISIC database.

Measures Conventional K-means
(with no optimal

centroid selection) []

PA-MSA
[]

Improved K-means
with LANM based
optimal centroid

selection

Accuracy . . .
Sensitivity . . .
Specificity . . .
Precision . . .
FPR . . .
FNR . . .
NPV . . .
FDR . . .
F_score . . .
MCC −. . .
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+ proposed LVP + DCNN) over the existing melanoma
detection models like MI [1], SVM [1], PSO + MLP [49],
PA-MSA [50] and CNN + NN [51] using PH2 database. In the
case of the holdout method, the datasets are fed randomly
during both the testing and training, respectively. Further,
in tenfold evaluation, the overall data set is split into 10
subsets, and they are trained and tested correspondingly.
On observing the accuracy, the presented work has the
highest accuracy in terms of both holdout and tenfold
analysis. In the holdout method, the accuracy of the pre-
sented work is 0.93333 (highest), and it is 23.21, 32.14,
43.74, 23.21 and 3.57% better than the extant approaches
like MI, SVM, PSO + NN, CNN + SVM and PS-MSA,
respectively. Further, all the other positive measures like
sensitivity, specificity and precision of the presented work
are higher in the case of both holdout and tenfold analyses.
The negative measures of the presented work are lower,
while compared over the traditional works. In the case of

FNR and FDR, the holdout performance of the presented
work is the lowest value (0). Thus, from the overall evalu-
ation, it is vivid that the presented work has the highest
performance, and it is said to bemore robust for melanoma
prediction, while compared to the state-of-art techniques.

Table 9 shows the performance evaluation of the pro-
posed melanoma detection framework over the existing
melanoma detection models such as MI, SVM, PSO +MLP,
PA-MSA and CNN + NN using ISIC database. On consid-
ering, the accuracy, the proposed work has the highest
accuracy in terms of both holdout and tenfold analysis. The
hold out the accuracy of the proposed work is 0.9095
(highest) and it is 16.86, 1.46, 16.86, 67.01 and 18.07% su-
perior to than the existing models like MI, SVM, PSO + NN,
CNN + SVM and PS-MSA, respectively. Hence, from the
overall evaluation it is observed that the proposedmodel is
said to be more robust for melanoma prediction, when
compared to the state-of-art techniques.

Table : Overall performance: proposed vs. conventional using PH database.

MI [] SVM [] PSO + NN [] CNN + SVM [] PS-MSA [] Proposed
framework

Hold-out Ten-fold Hold-out Ten-fold Hold-out Ten-fold Hold-out Ten-fold Hold-out Ten-fold Hold-out Ten-fold

Accuracy . . . . . . . . . . . .
Sensitivity . . . . . . . . . . . .
Specificity . . . . . . . .  .  .
Precision . . . . . . . .  .  .
FPR . . . . . . . .  .  .
FNR . . . . . . . . . . . .
NPV . . . . . . . .  .  .
FDR . . . . . . . .  .  .
F_Score . . . . . . . . . . . .
MCC . . . . . . . . . . . .

Table : Overall performance: proposed vs. conventional models using ISIC database.

MI [] SVM [] PSO + NN [] CNN + SVM [] PS-MSA [] Proposed
framework

Hold-out Ten-fold Hold-out Ten-fold Hold-out Ten-fold Hold-out Ten-fold Hold-out Ten-fold Hold-out Ten-fold

Accuracy . . . . . . . . . . . .
Sensitivity . . . . . . . . . . . .
Specificity . . . . .  .  .  . .
Precision . . . . . . . . . . . .
FPR . . . . . .  . . . . .
FNR . . . . .  . .  .  .
NPV . . . . .  . . . . . .
FDR . . . . . . . . .  . .
F_Score . . . . . . . . . .  .
MCC . . . .  . . . . . . .
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Conclusion

A novel melanoma detection framework was developed in
the current research work by following the three major
phase’s viz. segmentation, feature extraction and detection.
In the segmentation phase (initial phase), the initial cen-
troids were selected optimally by a new Improved K-means
clustering. As a novelty, here the centroids are optimally
tuned by a new algorithm termed LANM, which was based
on the consideration of multi-objective including intensity
diverse centroid, spatial map and frequency of occurrence,
respectively. In the feature extraction phase, the proposed
NVLVP features as well as GLCM were extracted from the
segmented image. Further, these extracted features were fed
as input to DCNN for melanoma detection. Finally, the per-
formance of the proposed model is evaluated over other
conventional models by determining both the positive as
well as negative measures. In the case of the normal skin
image, the accuracy of the presented work is 0.86379
(higher), which is 47.83 and 0.245% better than the existing
works like Conventional K-means (with no optimal centroid
selection) and PA-MSA, respectively. On observing the ac-
curacy of abnormal skin image, the presented work has the
highest accuracy as 0.75921, while the existing works are
said to have the accuracy of Conventional K-means (with no
optimal centroid selection)=0.385 and PA-MSA=0.75582. In
the future, the number of melanocytic lesion types can be
extended for an improved evaluation of melanocytic lesion
to reduce the amount of dermoscopic pitfalls.
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